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1 Implementing the Temporal Segment Networks

Here we describe more details on implementing the temporal segment networks. In the data feeding pipeline, one input video will be first divided into $K$ segments as described in the paper. Then we randomly pick one snippet from each segment to generate the input. In the minibatch SGD learning, for a minibatch of $b$ videos, this means their inputs to the networks comprise $K \times b$ frames of RGB images or $K \times b$ stacked optical flow (grayscale) images.

After the inputs pass through the last layer of ConvNets, which is a fully-connected layer with 101 outputs, the activations will be in a $(K \times b, 101)$ tensor. We reshape the tensor to the shape of $(b, K, 101)$. Then the second dimension of tensor is reduced with the aggregation function $g$, producing a tensor with $(b, 101)$ dimensions. Loss values are then calculated on the probabilities produced by applying sample-wise Softmax to this tensor. The back-propagation is conducted accordingly.

2 Details on Model Visualization

The original visualization tool [1] only support visualization of models based on the GoogleNet architecture and with 3 channel inputs, i.e. RGB images. Our models use the BN-Inception [2] architecture, which has batch-normalization modules. To make the tool work with our models, we use a simple technique called *absorbing*, where we absorb the parameters in batch normalization modules into the weights and biases of their consecutive layers (usually convolutional or fully connected layers). The result is a normal ConvNet model without batch-normalization. This is also beneficial to the inference speed of the network. To make the tool work with models taking optical images a inputs, we first adapt the tool take inputs of arbitrary channels. After the gradient ascent process, we reconstruct the $x$ and $y$-directional flow field images by averaging their corresponding channels in the results.
3 More Visualization Results

We present more visualization samples with higher resolution in following pages.
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